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Abstract 

Purpose  

Reliable assessment of surgical skills is vital for competency-based medical training. Several 

factors influence not only the reliability of judgements but also the number of observations 

needed for making judgments of competency that are both consistent and reproducible. The 

aim of this study was to explore the role of various conditions—through the analysis of data 

from large-scale, simulation-based assessments of surgical technical skills—by examining the 

effects of those conditions on reliability using Generalizability theory. 

Method  

Assessment data from large-scale, simulation-based temporal bone surgical training research 

studies in 2012–2018 were pooled, yielding collectively 3,574 assessments of 1,723 

performances. The authors conducted generalizability analyses using an unbalanced random-

effects design, and they performed decision studies to explore the effect of the different 

variables on projections of reliability. 

Results  

Overall, five observations were needed to achieve a Generalizability coefficient > 0.8. Several 

variables modified the projections of reliability: increased learner experience necessitated 

more observations (5 for medical students, 7 for residents, and 8 for experienced surgeons); 

the more complex cadaveric dissection required fewer observations than virtual reality 

simulation (2 vs. 5 observations); and increased fidelity simulation graphics reduced the 

number of observations needed from 7 to 4. The training structure (either massed or 

distributed practice) and simulator-integrated tutoring had little effect on reliability. Finally, 

more observations were needed during initial training when the learning curve was steepest (6 

observations) compared with the plateau phase (4 observations). 
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Conclusions  

Reliability in surgical skills assessment seems less stable than it is often reported to be. 

Training context and conditions influence reliability. The findings from this study highlight 

that medical educators should exercise caution when using a specific simulation-based 

assessment in other contexts. 
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Valid and reliable assessment of performance is vital for competency-based surgical training.1 

Any assessment represents “a limited sample of test tasks, measured under unique test 

conditions to a universe of tasks and conditions, from which the specific test set has been 

drawn more or less arbitrarily."2 Ideally, therefore, the assessment of surgical technical skills 

should be based on a large number of observations to ensure reliability.3 A sufficient number 

of observations to achieve adequate reliability, however, is often not feasible if procedural 

time is lengthy. First, the number of procedures a single learner can perform is limited, and 

the costs of direct observation or blinded assessment of videotaped procedures by several 

external assessors is high.4 Furthermore, in surgical skills assessment, as in the assessment of 

skills within all medical specialties, many variables contribute to measurement error including 

external factors such as raters, patient variability, the complexity of the procedure, the type of 

procedure, and interactions with other individuals.5  

In contrast to traditional approaches to estimating reliability such as classical test theory, 

Generalizability theory (G theory) integrates multiple sources of factors contributing to the 

variability of performance and measurement error, thereby allowing a more robust reliability 

analysis of complex assessment methods.6 A generalizability analysis can be performed to 

extract the G-coefficient and in surgical technical skills assessment, a G-coefficient of > 0.8 is 

often considered acceptable.7 The generalizability analysis can also be used to explore and 

determine the optimal number of raters and performances for reliable assessment with a 

number of supplemental decision studies (D studies).8 This results in the reliability often 

being expressed as the number of observations (number of raters and performances) for 

assessment needed to achieve a G-coefficient > 0.8. 

These analyses are typically based on data from single studies that represent a specific 

assessment context, which is often not considered when using the specific assessment tool in 

other contexts—for example, at other institutions or with other modalities (e.g., using a tool 

developed for assessment during simulation-based training for, instead, assessment during 

ACCEPTED

Copyright © by the Association of American Medical Colleges. Unauthorized reproduction of this article is prohibited.



6 
 

real-life surgery). Importantly, context could influence assessment reliability due to varying 

score distributions, and a reported G-coefficient cannot be assumed to be a general trait of the 

assessment tool. 

Medical educators from all specialties, including otorhinolaryngology (ORL), recognize the 

need for high-quality assessment of competency, which is especially important in potentially 

high-stakes assessment (e.g., board certification).9,10 Simulation-based assessment of technical 

skills reduces some of the real-life clinical variability and allows assessment to occur in a 

controlled environment. Simulation-based assessment could, therefore, potentially minimize 

some of the sources of error in technical skills assessment, which in turn, would allow 

investigators to explore the remaining factors contributing to measurement error. Thus far, 

however, few investigations have explored the effects of different variables on the reliability 

of simulation-based assessment of surgical skills. In ORL in general, and in temporal bone 

surgery specifically,11,12 there remains a gap in the systematic implementation of simulation-

based training into the curricula despite favorable evidence of its effectiveness.13 One 

potential barrier could be that, heretofore, the field has lacked well-defined levels of 

performance (e.g., standard setting for use in mastery learning).14,15 

The availability of a large amount of assessment data from temporal bone surgical training 

afforded us the opportunity to apply G theory to the data to investigate several assessment 

context variables. Our goal was to answer the following research question: What are the 

effects of different contexts and conditions on reliability of simulation-based assessment? 

Method 

Data 

We pooled all assessment data from simulation-based temporal bone surgical training 

research studies at our institution that occurred from 2012 to 201815–24 (Figure 1). The 

procedure performed in all the training session—the principal temporal bone procedure—was 

the same: complete anatomical mastoidectomy  posterior tympanotomy (the further drilling 
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of the small bony plate between the facial nerve and chorda tympani). Raters used the 

modified Welling Scale,16 a final-product analysis tool, for all assessments. The tool consists 

of 25 or 26 items (depending on  posterior tympanotomy) rated dichotomously (either 0 or 

1). These items reflect key steps/objectives of the temporal bone drilling (e.g., the 

identification of the vertical part of the facial nerve without causing injury to the nerve). Four 

raters experienced with teaching temporal bone surgery performed all assessments across all 

the studies; they were blinded to learner identity and level, procedure number, training 

structure, and the use of tutoring. 

We examined 2 modalities of simulation-based training: training on human cadavers 

(dissection) and training on a virtual reality (VR) simulator. The temporal bone of the human 

cadavers provide natural anatomical variation. The laboratory facilities of the Department of 

Anatomy, Faculty of Health and Medical Sciences, University of Copenhagen, Denmark, 

provided the dissection set up, which comprised the heads of fresh frozen cadavers (donated 

material), standard operating microscopes, and an otosurgical drill with a range of drill bits 

and suction/irrigation functionality. Only residents performed dissection on cadavers, and 

each learner performed only one dissection procedure. 

The Visible Ear Simulator (VES) is an established temporal bone surgical simulator for VR 

simulation training of mastoidectomy.25 It is available as academic freeware26 and runs on PC 

[personal computer] platforms with a Geforce GTX graphics card (Nvidia Corp, Santa Clara, 

California) and a Geomagic Touch haptic device (3D Systems Inc., Rock Hill, South 

Carolina). The device allows for interaction and provides force feedback during drilling. The 

VR simulator also features an integrated tutor function that greenlights the volume (i.e., 

amount) to be drilled in each step of the procedure; the system thereby provides a visual cue 

indicating where to drill but also allows learners to drill outside the defined volume without 

alerting them.  
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The VR simulation used only a single virtual temporal bone model, but the bone was rendered 

in three different qualities depending on the version of the simulator (versions 1.3, 2.1, and 

3.0, each representing successively increasing graphic fidelity). Unlike in the cadaveric 

dissection, in VR simulation, learners from three different levels participated: medical 

students, ORL residents, and experienced otosurgeons. Learners completed between 1 and 18 

VR simulation procedures. Furthermore, both the training structure (distributed or massed 

practice) and learning support varied (with or without greenlighting [i.e., simulator integrated 

tutoring]) across the VR simulation procedures. We investigated the effects of this 

greenlighting tutoring at both the level of the procedure itself (i.e., tutoring during the 

procedure) and at the level of the entire training program (i.e., tutoring during training). That 

is, we examined the effect of receiving greenlighting tutoring during the assessment vs. no 

tutoring during the assessment, and we compared learners who had received greenlighting 

tutoring at any point in their training vs. those who had never received any tutoring. 

Finally, in the VR simulation, we studied different parts of the learning curve of repeated 

practice based on the average learning curve20: the initial phase (procedures 1–5) that has a 

steep slope (most learners will demonstrate a rapid increase in performance); an interim phase 

(procedures 6–10) that has a shallower average slope (representing a mix of some learners 

who continue to improve their performance whereas others have reached their potential); and 

a plateau phase (procedure 11–15) that is nearly flat (most learners have reached their 

potential). 

Statistics 

We stratified data according to training variables (subgroups), including learner level (medical 

student, ORL resident, experienced surgeon) and simulation modality (dissection vs. VR 

simulation). Other subgroup variables for the VR simulated procedures included the fidelity 

of the graphics (simulator version 1.3, 2.1, or 3.0), the training structure (massed or 

distributed practice), VR simulator-integrated tutoring during the procedure (vs. without 
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greenlighting during the procedure), VR simulator-integrated tutoring during training (vs. no 

tutoring at any time during training), and the learning curve phase (initial, interim, or plateau). 

We considered all of these subgroups to be factors for stratification in our variance 

components estimations. We used descriptive statistics to examine trends between different 

variables and raters. 

We conducted generalizability analyses for the full sample and also for each subgroup 

outlined above using urGENOVA.27 Given the unbalanced nature of the data (different 

number of observations per learner), we used the unbalanced random-effects design, as 

suggested by Brennan and applied in the medical educational literature28,29:  

[observation (o) : person (p)] x item (i). 

We sorted data by the timing of the assessment (occasion), to capture changes in variability. 

We included all performances from a particular data set for each subgroup; for example, we 

analyzed all performances with different simulator versions in our G study of graphics 

fidelity. We used variance components from the G study to examine sources of error variance 

and the reliability of the assessment. Following each of the G studies, we performed D studies 

to explore the effects on projected reliability (the G-coefficient provides reliability estimates 

for use when making normative decisions). We compared D study results between subgroups, 

examining projections in reliability. We set a G-coefficient of 0.8 as the threshold for reliable 

assessment, and we reported the number of observations needed to reach this threshold in a 

context of the specified variables. We used Stata 14 (StataCorp LLC, College Station, Texas) 

for data compilation and analyses. 

Ethics 

The regional ethics committee for the Capital Region of Denmark had deemed exempt each of 

the individual studies from which we pulled data. All participants volunteered for the studies, 

all signed informed consent after receiving thorough information about the studies, and none 

received compensation for participation. 
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Results 

We included a total of 3,574 assessments of 1,723 unique performances by 246 participants 

across 3 learner levels: 103 medical students, 132 ORL residents, and 11 experienced 

otosurgical experts. Four experienced raters contributed to the pool of assessments. See also 

Table 1. 

Generalizability study 

We used an unbalanced random-effects generalizability study to decompose variance 

components of the data, following this design: observation nested in person crossed with 

items. Person variance (object of measurement; true variance) was 4.8%, indicating that the 

assessment tool was able to discriminate between high and low performers. The largest source 

of variability was due to items (36.9%), implying variability in item difficulty (some items 

were more difficult than others). The rater effect, as measured using observation nested in 

person, was 4.6%, signaling consistency in raters’ assessment of the encounter (low 

variability in rater stringency). We detected modest evidence of item specificity (10.8%), 

indicating that some learners who performed well on certain items did not perform well on 

other items (person-item interaction). Using these data configurations, the G-coefficient 

reliability was .80 with standard error of measurement of .05. We have presented the variance 

components (estimate and percent), degrees of freedom, and an interpretation in Table 2.  

Decision study 

Results from the D study on the overall dataset showed that the number of observations 

needed to achieve a G-coefficient > 0.8 was 5 (Figure 2); however, many of the different 

training variables changed the general number of observations needed (Figure 3A–G). To 

examine projections of reliability using G theory, we replicated the unbalanced random-

effects model for each data subgroup.  
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Increased participant experience (learner level) necessitated more observations for reliable 

assessment: five observations for medical students, seven observations for residents, and eight 

observations for experienced surgeons. In other words, the assessment tool is better (more 

reliable) at discriminating performances when the learner is less experienced. 

Large differences were found for modality. Specifically, only two observations of cadaveric 

dissection performances were needed, whereas five observations were needed for VR 

simulation performances. Similarly, increased fidelity of the graphics in the VR simulator 

(simulator version 1.3 vs. 2.1 vs. 3.0) necessitated fewer observations (seven, six, and four, 

respectively). 

The structure of training had only a small influence on the number of observations needed: 

massed practice required five observations compared with the six observations required for 

distributed practice. Additionally, the simulator-integrated tutoring or greenlighting had no 

effect on reliability: the number of observations needed with and without the tutor-function 

during the procedure was 4. Likewise, the same number of observations (five in both cases) 

would be needed for reliable assessment of participants who had experienced the simulator-

integrated tutor-function at any point during their training and for reliable assessment of those 

who had never experienced it. 

Finally, during the initial phase of training when the learning curve is the steepest, (i.e., during 

the first five procedures), more observations were needed (n = 6) compared with the phase of 

training when the learning curve starts to plateau and the participant’s performance is more 

stable (which required 4 observations). 

Discussion 

In this study, we pooled assessment data from over 1,700 unique performances in simulation-

based training of a temporal bone surgical procedure in order to analyze the effects of 

different training variables and learning conditions on assessment reliability. 
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First, learner experience modified reliability of the assessment: fewer observations of medical 

students were needed compared with residents and experienced surgeons. One of the 

attributes of the experienced learner—besides a better performance—is consistency across 

multiple performances,30 which results in a low reliability. Many studies on the reliability of 

technical skills assessment are based on data from novice and expert performances, which, 

compared to data from more similar groups such as intermediates and experts, can result in 

overinflating reliability.31 Altogether, the assessment tool is better at discerning the 

performances of inexperienced learners, whose performances have larger variability. Our 

findings align with those of Regehr and colleagues who found that checklist-based assessment 

of surgical skills is inferior to global rating scales in predicting level of training.32 A ceiling 

effect could provide a possible explanation: easier tasks are performed equally well by most 

participants, resulting in a lower reliability and the need for more observations. This effect 

further emphasizes that assessment must be targeted to the specific goal of assessment: a test 

that is good at discriminating between the performances of novices and experts is not 

necessarily equally useful in discerning between the performances of intermediate trainees.  

The purpose of assessment should therefore be considered (e.g., is the assessment intended for 

the longitudinal monitoring of individual learners’ progress or for making decisions to certify 

physicians for practice). 

Next, the simulation’s fidelity had large effects on reliability: in the most realistic but also 

most difficult simulation modality, cadaveric dissection, far fewer observations (n = 2) were 

needed for reliable assessment compared with the 5 necessary in VR simulation. Interestingly, 

within VR simulation, increasing the graphic fidelity necessitated fewer observations. 

In contrast to learner level and fidelity, the structure of training (massed vs. distributed 

practice) nor training condition (tutoring through greenlighting [whether during the procedure 

or at some point during training] vs. no greenlighting) had little effect on the reliability of 

assessment. Our data did not support the hypothesis that simulator-integrated tutoring, a form 
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of synchronous feedback, makes performances more similar and thereby affects reliability. 

Since the training in all studies was designed for directed, self-regulated learning, none of the 

participants received instructor feedback, and the simulator-integrated tutor-function 

(greenlighting as guidance) was the only source of feedback except for participants’ own self-

monitoring and self-assessment in relation to the available written instructions. Other types of 

feedback could potentially affect reliability, but exploring this question would require 

dedicated studies. 

Finally, the initial phase of the learning curve, representing the steepest slope, required more 

observations than the last plateau phase. This finding highlights one of the problems of 

surgical skills assessment: on one hand, basing assessment on observations of multiple 

performances is desirable, but, on the other hand, learning is affected by repeated performance 

(i.e., participants learn through testing).33 This learning effect is most marked in the beginning 

when the improvement between repetitions is largest. The very premise of reliability is that 

every performance is similar (reflecting true performance) and that the variance between 

actual performances is due to measurement error. Consequently, reliability is decreased by the 

learning effect because a major contribution to the difference between performances reflects 

learning rather than measurement error. This paradox represents an ongoing dilemma in 

surgical skills assessment and should be considered in determining both the appropriate 

number of observations and when to assess trainees.  

This study highlights some of the psychometric inferences of multiple measurements over 

time. Assessments in health professions education often require observations of learners in 

different patient encounters by different types of raters that together yield an unbalanced data 

structure (each learner receives different numbers of assessments by different assessors, and 

encounters are at varying levels of difficulty or represent varying patient complexity). 

Unbalanced data, which are often associated with analyses of workplace-based assessments, 

are different from “balanced” data (e.g., multiple-choice assessments or objective structured 
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clinical examinations, which often have standardized sets of encounters). As such, estimates 

of variance components in unbalanced data can be confounded and may require specialized 

methods of analysis. In this study of unbalanced data, we used the unbalanced random-effects 

generalizability study design suggested by Brennan,27-29 with observations nested in persons 

crossed with items. We replicated the unbalanced data design for different study subgroups. 

Given the large-scale data used in our study, we think the resulting variance components and 

reliability inferences generated could be useful for researchers and practitioners. Additional 

studies, replicating or similar to ours, can increase educators’ understanding of learning 

effects and the role of measurement precision in assessment. Additionally, such studies may 

help educators develop or enhance guidelines for analyzing unbalanced data and procuring 

adequate sample sizes for workplace-based health professions education data.  

Other studies on the reliability of simulation-based assessment of surgical technical skills—

ranging from the assessment of endovascular surgical expertise to  procedures such as flexible 

optic intubation, knee arthroscopy, and video-assisted thoracoscopic lobectomy— have used 

G-theory.34–37 In temporal bone surgery, G-theory has been used to explore the 

generalizability of a final-product assessment tool (the basis for our modified tool) in 

temporal bone surgery.38,39 One study included only a small number of participants and 

explored the random effects using linear mixed models.38 The authors attributed 61% of total 

variance to performance on two bones (bone : resident), reflecting a very large inconsistency 

in performance across the two bones. However, the raters are potentially confounded in the 

study design.38 While the authors present useful implications based on their analysis, many 

methodologists would agree that such linear mixed models may confound different variance 

components in unbalanced study designs; and as such, Brennan specifically recommends 

using the unbalanced random-effects design like the one we used in our study, which yields 

consistent results.27 The large sample size that we used in our analysis advances the 

discussion of factors contributing to variability of performance. 
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In all these studies using G-theory, reliability analyses are based on data from a single specific 

training and assessment context. Importantly, other contexts and learning conditions (e.g., 

other institutions or different assessment modalities) could influence the reliability of the 

specific assessment tool or simulation-based test due to varying score distributions. 

Consequently, a G-coefficient cannot be assumed to be a general property of the particular 

simulation-based assessment of surgical technical skills. Additional studies are needed to 

examine the effects of different variables on the reliability of assessment in simulation-based 

surgical skills training. For example, one study reports that reliability of resident performance 

appraisals was lower in the first year of rating and higher in subsequent years.8 The authors 

attributed this difference to the raters adapting to the assessment tool,8 but the learners 

adapting to a new learning and assessment context could be another possible explanation. 

We acknowledge that our study has some limitations. Even though we have explored the 

effect of different variables on the reliability of assessment using extensive data, our study 

represents data from a single institution and should be interpreted as such. We used a small 

group of trained raters, and our data are from studies that took place where learning and 

practice conditions were extremely controlled. This approach has both advantages and 

disadvantages: the standardization of training conditions across studies allowed us to explore 

the specific variables reported, but other potential variables need further exploration. 

Assessment data from more heterogeneous assessment conditions would potentially allow the 

study of the effects of multiple institutions and a wider selection of raters with different 

degrees of rater training on reliability. Our raters received rater training and three of the four 

raters contributed more than 750 assessments each, reducing the risk of confounding the 

results with the “rater” learning curve. Finally, some subgroups had only a few performances 

for us to consider in our analysis since only a few trainees did more than 15 repetitions, the 

newest version (3.0) of the simulator was only recently released, and recruiting experienced 

subspecialists is difficult (as they currently have less of a training incentive than other 
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learners). A strength of our study is the high number of unique performances and total 

assessments, which allowed us to study the effects of assessment under a range of different 

training variables and conditions on reliability. Furthermore, participants contributed to only 

one study each, and recruitment at the level of learner, occurred similarly across studies. All 

of which reduced the risk of confounding due to contributions to multiple subgroups. Finally, 

given the varying numbers of observations per trainee in our data, estimates of variance 

components derived using the unbalanced random-effects design would benefit from further 

analysis and replication in future studies. Such studies would help inform the stability of the 

estimates and their confidence intervals, and they could, for example, include specifying 

whether the assessment item is fixed or consider the learning curve (e.g., modeling growth). 

Overall, reliability seems less stable than previous skills assessment literature has indicated. 

Indeed, we found that a number of variables influenced reliability. Our findings emphasize 

that medical educators should exercise caution when using a specific assessment in novel 

contexts. Doing so could have implications not only for simulation-based technical skills 

assessment but also for assessment in medical education more generally. Consequently, 

reported G-coefficients and D studies should be used only to provide an overall idea of the 

number of observations needed. For high-stakes assessment, such as certification, reliability 

must always be carefully studied within in the specific assessment context. We, therefore, 

recommend the use of G theory to explore reliability of assessment conditions at other 

institutions, specialties, and assessment contexts. 
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Figure Legends 

Figure 1 

Flow chart of the 10 studies (2012 – 2018, Copenhagen, Denmark) of simulation-based 

assessments of temporal bone surgical performance whose data were included in a 

Generalizability analysis examining the effect of particular conditions on reliability. The top 

portion shows the number and level of learners, the number of performances in cadaveric 

dissection and virtual reality (VR) simulation, and the total number of observations 

contributed to the overall data pool. The bottom portion lists the information extracted for 

each observation for use in this study. 

Figure 2  

Projections in reliability (Decision study) or the effect on the generalizability coefficient of 

adding more observations regardless of training condition for the overall dataset, which 

comprises 3,574 simulation-based assessments of temporal bone surgical performance  

examined in 10 studies from 2012 – 2018 in Copenhagen, Denmark. 

Figure 3  

Projections in reliability (Decision studies) or the effect on the generalizability coefficient of 

adding more observations for different training variables: (A): Learner level; (B): Training 

modality (dissection of human cadaveric temporal bones vs. virtual reality [VR] simulation); 

(C) Simulator version (iterative increase in the fidelity of the graphics across versions 1.3, 2.1, 

and 3.0); (D) Training structure (massed practice vs distributed practice); (E) Tutoring during 

the procedure (the simulator-integrated tutor function on vs. off during the specific 

procedure); (F) Tutoring during training (the simulator-integrated tutor function used for at 

least one procedure vs. never during the training program); and (G) Slope of the learning 

curve (grouped by the number of procedures performed). The authors used data from 10 

studies with simulation-based assessments of temporal bone surgical performance from 2012 

– 2018 in Copenhagen, Denmark. 
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Table 1 
Overview of the Distribution of 1,723 Unique Performances of a Procedurea Among   

Participants, 2012-2018 

 Subgroups 

No. (%b) of 

performances 

Estimated marginal 

means of performances, 

sum score (95% 

confidence interval) 

Raters   

 Rated by Rater 1 1,721 (48.2c) 15.8 (15.6–16.1) 

 Rated by Rater 2 772 (21.6c) 14.3 (14.0–14.7) 

 Rated by Rater 3 117 (3.3c) 15.1 (14.4–16.0) 

 Rated by Rater 4 964 (27.0c) 18.1 (17.8–18.4) 

 Rated by 1 rater 9 (0.5) N/A 

 Rated by 2 raters 1,577 (91.5) N/A 

 Rated by 3 raters 137 (8.0) N/A 

Learner levels   

 Experienced otosurgeons 32 (1.9) 19.7 (18.7–20.7) 

 Residents 498 (28.9) 15.4 (15.1–15.8) 

 Medical students 1,193 (69.2) 16.2 (15.8–16.5) 

Training modality   

 VR simulation 1,592 (92.4) 16.2 (16.0–16.5) 

 Cadaveric dissection 131 (7.6) 13.0 (12.4–13.6) 

VR simulator fidelityd   

 Version 1.3 642 (40.3e) 15.5 (15.1–15.9) 

 Version 2.1 904 (56.8e) 17.7 (17.3–18.1) 

  Version 3.0 46 (2.9e) 18.3 (17.4–19.2) 

Training structure (VR simulation)   

 Distributed practice 1,112 (69.8e) 17.1 (16.7–17.5) 

 Massed practice 480 (30.2e) 15.7 (15.3–16.1) 

Tutoring during procedure (VR simulation)   

 With tutoring during the procedure 377 (23.7e) 17.6 (17.1–18.0) 

 Without tutoring during the procedure 1,215 (76.3e) 15.8 (15.4–16.2) 

Tutoring during training (VR simulation)   

 Tutored cohort 878 (55.2e) 16.3 (16.0–16.7) 

 Non-tutored cohort 714 (44.8e) 16.8 (16.4–17.2) 

Part of the learning curve   

 Initial phase (procedures #1–5) 856 (49.7) 14.4 (14.2–14.7) 

 Interim phase (procedures #6–10) 444 (25.8) 16.0 (15.6–16.3) 

 Plateau phase (procedures #11–15) 398 (23.1) 16.0 (15.7–16.4) 

 Post-plateau phase (procedures #16 and beyond) 25 (1.5) 16.0 (14.9–17.1) 
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Abbreviations: N/A, not applicable; VR, virtual reality. 
aThe principal temporal bone procedure: complete anatomical mastoidectomy  posterior 

tympanotomy (the further drilling of the small bony plate between the facial nerve and chorda 

tympani). 
bUnless otherwise indicated, percentage of 1,723 performances. 
cPercentage of 3,574 assessments. 

dEach successive version had improved fidelity. 
ePercentage of 1,592 VR performances. 
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Table 2 
Variance Components for a Generalizability Study Examining Factors in Assessment of 

Surgical Technical Skillsa 

Effects df VC %VC Explanation 

person 245 0.012 4.8 How well the tool discriminates high 

and low performers (true variance) 

observation : 

person 

3,328 0.011 4.6 Variability in observations (rater 

effect) 

item 25 0.090 36.9 Variability in item difficulty 

person x item 6,125 0.026 10.8 Interaction between learners and 

items (item specificity) 

residual error 83,200 0.105 43.0 Unexplained variance 

Abbreviations: df, degrees of freedom; VC, variance component.  
aThe authors used an unbalanced random-effects design: [(observation : person) x item]  
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Figure 1 
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Figure 2 
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Figure 3 
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